A size-structured food-web model for the global ocean
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Abstract

We present a model of diverse phytoplankton and zooplankton populations embedded in a global ocean circulation model. Physiological and ecological traits of the organisms are constrained by relationships with cell size. The model qualitatively reproduces global distributions of nutrients, biomass, and primary productivity, and captures the power-law relationship between cell size and numerical density, which has realistic slopes of between −1.3 and −0.8. We use the model to explore the global structure of marine ecosystems, highlighting the importance of both nutrient and grazer controls. The model suggests that zooplankton : phytoplankton (Z : P) biomass ratios may vary from an order of 0.1 in the oligotrophic gyres to an order of 10 in upwelling and high-latitude regions. Global estimates of the strength of bottom-up and top-down controls within plankton size classes suggest that these large-scale gradients in Z : P ratios are driven by a shift from strong bottom-up, nutrient limitation in the oligotrophic gyres to the dominance of top-down, grazing controls in more productive regions.

The size structure of phytoplankton communities is an important determinant of marine ecological function and biogeochemical cycling. Whereas the biomass produced by small phytoplankton is rapidly recycled in the microbial loop at the ocean surface, larger cells sink more rapidly, transporting carbon to the deep ocean and driving the biological carbon pump. Phytoplankton communities that are dominated by large cells are also thought to be associated with short, direct food chains that support large fish populations. These features of marine communities, together with the strong empirical relationships that are found between physiological traits and organism size (Litchman et al. 2007), have motivated the development of marine ecosystem and biogeochemistry models towards the explicit representation of phytoplankton size classes (Moloney and Field 1991; Baird and Suthers 2007; Banas 2011).

The biogeochemical and ecological functions of marine ecosystems are also affected by taxonomic diversity. Different taxa are often associated with different elemental composition and biogeochemical roles, and recent models have begun to include many different functional groups, in an attempt to capture the taxonomic and biogeochemical diversity of marine communities (reviewed by Hood et al. 2006).

The interaction of these factors gives rise to a clear global biogeoography. Low nutrient regions are dominated by small phytoplankton, such as Prochlorococcus, Synechococcus, and picoeukaryotes, whereas more productive regions support not only these small cells, but also an additional abundance of larger species, including the coccolithophores, diatoms, and dinoflagellates. These patterns have been observed at local (Schartau et al. 2010), regional (Raimbault et al. 1988), and global scales (Hirata et al. 2011). The large-scale size distribution is so pronounced that its global signature has been detected from space (Kostadinov et al. 2009).

This pattern of size-class superposition occurs because the amount of phytoplankton biomass in each size class appears to be limited (Chisholm 1992), and total biomass is typically distributed fairly evenly among logarithmically spaced size classes (Sheldon et al. 1972; Chisholm 1992). This leads to a power-law relationship between phytoplankton size and numerical abundance that is ubiquitous throughout the global ocean (Kostadinov et al. 2009). The exponent, or slope, of this relationship is typically found to lie between −1.5 and −0.75 (Cavender-Bares et al. 2001; Cermено et al. 2006), but in general it is thought to become less steep (i.e., less negative) as total biomass increases and larger cells become established (Kostadinov et al. 2009).

Figure 1 shows the relationship between phytoplankton size, numerical abundance, and total phytoplankton biovolume in the eastern equatorial Pacific, observed during the IronEx II iron fertilization experiment (Schartau et al. 2010). The dashed and solid lines correspond to measurements taken inside and outside a mesoscale patch of water in which a phytoplankton bloom was stimulated by the addition of dissolved iron. The slope of the power-law relationship changes with total phytoplankton abundance, becoming less negative inside the iron-fertilized patch, as the abundance of large cells increases in relation to small cells.

What mechanisms dictate this size structuring of marine communities? Empirical observations and theoretical considerations reveal that the physiological rates and ecological interactions of plankton are strongly correlated with organism size. For example, small phytoplankton typically have higher light and nutrient affinities than larger phytoplankton (Finkel 2001; Litchman et al. 2007), and smaller cells are also known to have the largest maximum growth rates, at least within taxonomic groups (Tang 1995). The relationships between phytoplankton size and community structure have previously been explored in numerical models. These range in complexity from zero-dimensional models (Laws 1975; Armstrong 1994; Banas 2011), to more complex regional studies (Moloney and Field 1991; Baird and Suthers 2007; Stock et al. 2008). In
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this paper we present a global, size-based model of marine plankton ecology that is embedded within a model of ocean circulation and biogeochemistry. The model begins to resolve the internal cellular physiology of a diverse plankton community, and emphasizes how plankton physiology and ecology underpin observed global biogeography and biogeochemistry. The model qualitatively reproduces observed global patterns of surface nutrients and chlorophyll biomass, and is consistent with empirical estimates of global primary productivity and phytoplankton size fractionation. We use the model to explore the relationships between physiology, ecology, and large-scale community structure, highlighting the role of both bottom-up, nutrient controls, and top-down, grazer controls, in determining the size structure of marine communities.

Methods

The ecosystem model is embedded in a coarse-resolution (1° × 1° horizontally, 24 vertical levels), climatologically averaged, global ocean circulation model that has been constrained with satellite and in situ observations (Wunsch and Heimbach 2007). The physical model transports 25 size classes of phytoplankton and 30 size classes of zooplankton, as well as inorganic and organic forms of carbon, nitrogen, and iron (phosphate and silicate are not yet included). The phytoplankton state variables are divided into four functional groups, namely analogs of Prochlorococcus; picoeukaryotes and Synechococcus; small eukaryotes; and large eukaryotes (including diatoms). The model structure is shown schematically in Fig. 2, and the model equations are presented in full in the Web Appendix (Ward et al. 2010).

Biogeochemical and biological tracers interact through the formation, transformation, and remineralization of organic matter. Inorganic nutrients are taken up by phytoplankton, and these are grazed by zooplankton. Mortality, sloppy feeding, and egestion transfer living organic material into sinking particulate and dissolved organic detritus. These are returned to inorganic form through a simple parameterization of bacterial remineralization. The time-dependent change in the biomass of each of the modeled plankton types is described in terms of growth, sinking, grazing, and other mortality, alongside transport and mixing by the fluid flow. Growth itself is a light- (in the case of phytoplankton) and temperature-dependent function of intracellular nutrient reserves, or cell quotas (Droop 1968; Geider et al. 1998). Iron chemistry includes explicit complexation with an organic ligand, scavenging by particles, and representation of aeolian and sedimentary sources (Dutkiewicz et al. 2012).

Complex ecosystem models often require a large number of uncertain empirical parameters to describe the interactions between state variables. Here, following previous work (Moloney and Field 1991; Baird and Suthers 2007), we reduce the number of model parameters by using published power-law functions that link cell volume to physiological traits such as nutrient uptake, quota size, growth, mortality, sinking, and grazing rates. The use of these allometric relationships, and ecological rules governing predator–prey interaction, substantially reduces the number of free parameters.

Phytoplankton physiology—Size-dependent cellular physiology is represented with a quota-based model (Droop 1968). Phytoplankton cells take up nitrate, nitrite, ammo-
nium, and iron into internal nitrogen and iron reservoirs, as a function of cell size (see "Size-dependent traits") and in accordance with Michaelis-Menten kinetics. The uptake of inorganic carbon by photosynthesis is limited by a lack of light or essential nutrient reserves, following Geider et al. (1998) and Moore et al. (2002). In nutrient-limited situations, photosynthetic carbon fixation is limited by the size of the most depleted quota. In nutrient-replete environments photosynthesis becomes light- and temperature-limited, and nutrient uptake is down-regulated by a linear satiation function as cells approach their maximum capacity. Photosynthetic efficiency is also regulated by the size of the iron quota (Moore et al. 2002).

The light-limited rate of photosynthetic carbon fixation is calculated as a Poisson function of irradiance ($I$), modified by the photosynthetic efficiency and the chlorophyll $a$ (Chl $a$) : carbon ratio ($Q_{Chl}$). Chl $a$ synthesis is regulated as phytoplankton attempt to match the level of light harvesting to the maximum rate at which photons can be utilized for carbon fixation (Geider et al. 1998). Depending on this ratio, a certain fraction of newly assimilated nitrogen is diverted to the synthesis of Chl $a$. Chl $a$ synthesis is tightly coupled to new nitrogen assimilation because of the high demand for nitrogen in the apoprotein of the photosynthetic pigment–protein complex, and because the intracellular mobilization of nitrate, ammonium, and amino acid pools is assumed to be negligible in this process (Geider et al. 1998). Phytoplankton rate processes are modified using a single Arrhenius-like temperature-dependence function (Dutkiewicz et al. 2012).

Grazing and predation—For the sake of brevity, we use the term “predator” to describe any zooplankton type, regardless of whether it feeds on zooplankton, phytoplankton, or some combination of both. We use the term “prey” to describe any food type, including both phytoplankton and zooplankton.

Grazing rates within the zooplankton community are calculated as a function of prey carbon concentrations using a sigmoidal functional response. Grazing pressure is reduced at low overall prey concentrations, and saturates to a maximum rate at high prey concentrations. Grazing rates are modified by the same Arrhenius-like temperature function that is used for phytoplankton (Dutkiewicz et al. 2012).

Zooplankton types do not modify their attack rate according to the density of individual prey types, as this has no empirical justification (Gentleman et al. 2003). They do, however, modify their attack rates between phytoplankton and zooplankton, preferentially feeding on the more dense group. This behavior is adopted following the observation that omnivorous zooplankton may switch to filter feeding in the presence of large amounts of nonmotile phytoplankton prey, but will adopt an ambush feeding mode when the prey field is dominated by motile zooplankton prey. This sort of switching behavior both is empirically justified and has also been shown to increase model stability (Gentleman et al. 2003).

We assume that the probability of a predator–prey encounter decreases with increasing predator–prey length ratio ($r_{pred,prey}$), because smaller prey are harder to detect. The probability of successful ingestion given such an encounter, however, increases with the predator–prey length ratio, because smaller prey are less likely to escape and are easier to ingest. The resultant grazing preference ($\phi_{pred,prey}$) thus has a log-normal distribution, which is centered on a predator : prey length ratio of 10 (Kiørboe 2008). The standard deviation of the logarithm of the preferred length ratio is set to 0.5.

Prey assimilation is calculated according to the nutritional demands of the grazer, with assimilation of nitrogen and iron down-regulated according to the size of the predator nutrient quotas. Unassimilated prey biomass is
passed directly to organic matter. To avoid excessive accumulation of carbon when feeding on low-quality prey (i.e., high carbon:nutrient ratios), carbon assimilation is reduced in proportion to the most depleted of the grazer’s N and Fe quotas. If both these quotas are full, C is assimilated at the maximum rate. If either is empty, C assimilation is down-regulated until sufficient quantities of the limiting element are acquired.

Recycling of organic matter—Dissolved and particulate organic matter pools (DOM and POM) are produced by plankton mortality and unassimilated feeding. DOM does not sink, whereas POM is parameterized to sink at a rate of 10 m d\(^{-1}\) (Dutkiewicz et al. 2012). The fractions of biomass that are passed to DOM and POM are assigned on the basis of taxonomic group. Organic matter produced by mortality of, and feeding on, Prochlorococcus, Synechococcus, and picoeukaryotes is divided 80:20 between DOM and POM, allowing strong recycling within the microbial loop. Organic matter produced by losses from the small eukaryotes, large eukaryotes, and zooplankton is split 50:50, allowing faster sinking and export from the euphotic zone. We do not resolve heterotrophic bacteria, but parameterize the remineralization of organic matter as a constant linear rate.

Size-dependent traits—The model is parameterized using physiological and ecological relationships drawn from the literature. Some parameters, such as the linear mortality rate, are size independent, and a single value is assigned to all plankton (Table 1). Other, size-dependent parameters, such as the maximum uptake rate for nitrate, are set as a function of cell volume:

\[ p = aV^b \]

Here \( p \) is a parameter value for a cell of volume \( V \), and \( b \) is an exponent describing the size dependence. In most cases \( a \) is assigned a constant value for all groups, indicating that all groups are described with a single power-law relationship (Table 2). This was not appropriate for the maximum photosynthetic rate, which also varies by taxonomic group (Raven 1998; Litchman et al. 2007). We therefore apply a separate value of \( a \) for each plankton group (Table 3), so that within groups, larger cells have slower growth rates, but among cells of similar size, diatoms will have the fastest growth rates, and Prochlorococcus will have the slowest (Fig. 3). This approach was taken following Irwin et al. (2006). Raven (1998) argued that maximum growth rates decrease in smaller taxa because these must assign more of the limited space within the cell to non-scalable cellular machinery, such as the genome and the cell membrane.

The maximum grazing rate is set according to allometric relationships defined by Hansen et al. (1997) (Table 2). The effective half-saturation constant for

<table>
<thead>
<tr>
<th>Table 1. Size-independent biological parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>Nutrient uptake</td>
</tr>
<tr>
<td>Zooplankton nitrogen quotas</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Plankton Iron quotas</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Temperature</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Photosynthesis</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Grazing</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Mortality</td>
</tr>
</tbody>
</table>
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grazing is set to 1 mmol C m\(^{-3}\). This is smaller than typical experimental estimates (Hansen et al. 1997), but the use of prey-preference terms in the multi-prey functional response makes comparison with observations difficult at best (Banas 2011). We also note that high grazing pressure is required to compensate for the omission of density-dependent viral lysis, which is known to be an important source of microbial mortality (Suttle 2007).

The remaining model parameters are assigned values based on allometric or non-allometric physiology, as listed in Tables 1–4.

Results

The model is initialized with each phytoplankton and zooplankton class assigned a low biomass of 1 × 10\(^{-9}\) mmol C m\(^{-3}\), 1.51 × 10\(^{-10}\) mmol N m\(^{-3}\), and 6.66 × 10\(^{-15}\) mmol Fe m\(^{-3}\) (a C:N:Fe ratio of 106:16:0.7 × 10\(^{-3}\)). Phytoplankton are assigned an initial chlorophyll biomass of 6.28 × 10\(^{-10}\) mg Chl m\(^{-3}\). Dissolved inorganic pools of carbon and nitrate are initialized from climatological data (Conkright et al. 2002). Initial distributions of nitrite, ammonium, and iron are taken from the model of Dutkiewicz et al. (2012). The model is integrated forwards for 30 yr with a biological time step of 30 min. Tracers are advected with a time step of 1 h.

After approximately 20 yr of integration, bulk properties such as total phytoplankton and zooplankton biomass settle into a repeating seasonal cycle, albeit with small, possibly chaotic, interannual variation within individual size classes. This instability may be a consequence of the highly complex model food web, and may reflect the chaotic instability of natural systems (Banas 2011). The presented model results are nonetheless robust in their characteristics across the final 5 yr of integration. All results that are shown are taken from the final year of integration.

**Global biomass and productivity**—Model estimates of the global annual mean surface NO\(_3\), chlorophyll, and depth-integrated primary production are shown in comparison to empirically derived estimates in Fig. 4. The model qualita-
tively captures the large-scale global NO\textsubscript{3} and chlorophyll distributions, with low nutrients and biomass in the subtropical gyres, and higher nutrients and biomass in subpolar regions. The North Atlantic correctly shows intermediate nutrient concentrations and high biomass, and the high-nutrient, low-chlorophyll regions of the North Pacific, equatorial Pacific, and Southern Ocean are also captured.

Chlorophyll biomass and primary productivity are underestimated in the centers of the subtropical gyres. This could be related to the omission of certain phytoplankton traits that are well suited to oligotrophic environments, such as nitrogen fixation and mixotrophy. Additionally, the coarse resolution of the physical model, which does not resolve eddies, omits an important nutrient flux into the oligotrophic ocean surface. Chlorophyll biomass is also underestimated in coastal regions. Although satellite estimates of chlorophyll may be unreliable in these areas, as a consequence of high levels of particulate matter, much of the model shortfall may again be attributed to the physical model, in which coastal processes are poorly resolved. The modeled global primary production is 35 Gt C yr\textsuperscript{-1}, which is at the low end of satellite-derived estimates (35–70 Gt C yr\textsuperscript{-1}, Carr et al. 2006).

![Fig. 3. Maximum phytoplankton growth rates as a function of cell size (volume and ESD) and taxon. Small dots represent experimental estimates of maximum growth rates, taken from Tang (1995). Blue error bars give estimated size and growth rates for Prochlorococcus (Irwin et al. 2006). The stars represent the growth rates of the 50 modeled phytoplankton types.](image)

**Table 4. Biogeochemical parameters, values, and units.*

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inorganic nitrogen</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ammonium to nitrite oxidation rate</td>
<td>$\zeta_{\text{NH}_4}$</td>
<td>2\textsuperscript{+}</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>Nitrite to nitrate oxidation rate</td>
<td>$\zeta_{\text{NO}_2}$</td>
<td>0.1\textsuperscript{+}</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>Upper PAR threshold for nitrification</td>
<td>$I_{\text{OX}}$</td>
<td>$10^4$</td>
<td>$\mu$Ein m\textsuperscript{-2} s\textsuperscript{-1}</td>
</tr>
<tr>
<td>Iron</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iron scavenging rate</td>
<td>$c_{\text{scav}}$</td>
<td>$4.4\times10^{-3}$</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>Particulate organic matter</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POC remineralization rate</td>
<td>$r_{\text{POC}}$</td>
<td>0.04</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>PON remineralization rate</td>
<td>$r_{\text{PON}}$</td>
<td>0.04</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>POFe remineralization rate</td>
<td>$r_{\text{POFe}}$</td>
<td>0.04</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>POM sinking rate</td>
<td>$w_{\text{POM}}$</td>
<td>$10^4$</td>
<td>m d\textsuperscript{-1}</td>
</tr>
<tr>
<td>Dissolved organic matter</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DOC remineralization rate</td>
<td>$r_{\text{DOC}}$</td>
<td>0.02\textsuperscript{+}</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>DON remineralization rate</td>
<td>$r_{\text{DON}}$</td>
<td>0.02\textsuperscript{+}</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>DOFe remineralization rate</td>
<td>$r_{\text{DOFe}}$</td>
<td>0.02\textsuperscript{+}</td>
<td>d\textsuperscript{-1}</td>
</tr>
<tr>
<td>DOM sinking rate</td>
<td>$w_{\text{DOM}}$</td>
<td>0</td>
<td>m d\textsuperscript{-1}</td>
</tr>
<tr>
<td>Light attenuation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Light attenuation by water</td>
<td>$k_w$</td>
<td>0.04\textsuperscript{+}</td>
<td>m\textsuperscript{-1}</td>
</tr>
<tr>
<td>Light attenuation by chlorophyll</td>
<td>$k_{\text{Chl}}$</td>
<td>0.03\textsuperscript{+}</td>
<td>m\textsuperscript{-1} (mg Chl)\textsuperscript{-1}</td>
</tr>
</tbody>
</table>


† Dutkiewicz et al. 2012.

‡ Moore et al. 2002.
The modeled distributions of depth-integrated phytoplankton and zooplankton carbon biomass are shown in Fig. 5a,b. As expected, regions of high phytoplankton and zooplankton abundance are concentrated in subpolar and coastal regions, whereas the oligotrophic gyres support much lower total biomass. Figure 5c shows the distribution of the depth-integrated zooplankton : phytoplankton (Z : P) ratio. This indicates a shift from low Z : P ratios in the open ocean to high Z : P ratios in coastal areas. This result is qualitatively consistent with observations collated by Gasol et al. (1997), who found an average Z : P ratio of 0.51 ± 0.05 in the open ocean, increasing to 0.87 ± 0.18 in coastal regions. For comparison, Taylor et al. (2011) found an average Z : P ratio of 0.78 ± 0.17 in the equatorial Pacific.

Seasonal cycle—The seasonal cycle of chlorophyll in the surface mixed layer is compared to in situ observations from nine Joint Global Ocean Flux Study (JGOFS) time-series sites (Kleypas and Doney 2001) in Fig. 6. Mixed-layer chlorophyll concentrations were available from Bermuda Atlantic Time-series Study (BATS; 64°W, 32°N), Hawaii Ocean Time-series (HOT; 158°W, 23°N), Station P (145°W, 50°N), Arabian Sea (62°E, 16°N), equatorial Pacific (140°W, 0°N), Ross Sea (180°W, 76°S), North Atlantic Bloom Experiment (NABE; 19°W, 47°N), Kerfix (68°E, 51°S), and Polar Front (170°W, 62°S).

The observed seasonal cycle in mixed-layer chlorophyll concentration is captured reasonably well at all sites, with the exception of HOT. We attribute the failure of the model at this site to the omission of nitrogen fixation and the lack of explicitly resolved eddies. We also note that although the model underestimates the chlorophyll concentration by a factor of two at HOT, this only amounts to between 0.05 and 0.1 mg Chl m⁻³ in absolute terms.

The observations show greater short-term variability than the model at a number of sites. The observations at most sites are comprised of data from several different years, and therefore reflect interannual variability in the timing and magnitude of blooms and storm events. These are not captured in this coarse-resolution model, which is forced by a single year of climatological data. The chlorophyll biomass within each phytoplankton size class is shown cumulatively in Fig. 6. We note that individual size classes generally have very low biomass, even during blooms.
Biodiversity and ecosystem composition—Estimates of the biomass within three approximately size-based phytoplankton groups, based on satellite estimates of chlorophyll, and empirical relationships between total chlorophyll biomass and phytoplankton accessory pigments, are shown in Fig. 7a,c,e (Hirata et al. 2011). The three groups correspond approximately to the picophytoplankton (diameter \( \leq 2 \mu m \)), nanophytoplankton (2 \( \leq \) diameter < 20 \( \mu m \)) and microphytoplankton (diameter > 20 \( \mu m \)) size classes. Figure 7b,d,f shows model estimates of similar phytoplankton groups (note that there are differences in classification between the modeled and observed groups; for instance, some observed groups, such as prymnesiophytes and dinoflagellates, are not explicitly resolved in the model).

Empirical estimates of the small picoeukaryotes, prokaryotes, and Prochlorococcus are shown in Fig. 7a. These organisms are present at low abundance over almost the entire ocean. They are most abundant in upwelling regions and coastal zones, but their annual average chlorophyll biomass rarely exceeds 0.1 mg Chl m\(^{-3}\). The modeled analogs of Prochlorococcus and Synechococcus are also widely distributed across the global ocean. Their chlorophyll concentration is consistently higher than the empirical estimates, often approaching 0.2 mg Chl m\(^{-3}\), but we note that there are significant observational errors associated with these satellite-derived estimates (Hirata et al. 2011). The discrepancy may also be attributable to the lack of density-dependent viral mortality in the model (Suttle 2007).

The estimated abundance of the slightly larger prymnesiophytes and green algae are shown in Fig. 7c. These cells are less widespread than the prokaryotes, and are excluded from large areas of the subtropical oceans. Chlorophyll concentrations in this group also rarely exceed 0.1 mg Chl m\(^{-3}\),
except in the North Atlantic and coastal regions. The modeled small eukaryotes are similarly distributed over much of the open ocean.

The estimated chlorophyll biomass of the largest phytoplankton group, consisting of diatoms and dinoflagellates, is shown in Fig. 7e. These groups are restricted to the North Atlantic, coastal and equatorial upwelling regions, and fertile patches in the Southern Ocean, particularly downstream of the southernmost points of South America and Africa. High chlorophyll abundance also occurs around islands such as South Georgia and the Kerguelen and Crozet Islands, where sedimentary iron sources can initiate large phytoplankton blooms (Boyd and Ellwood 2010). The model diatoms and other large eukaryotes are similarly restricted to high latitude and upwelling regions. The blooms of large phytoplankton off the southern tips of South America and Africa also appear in the model, as do the patches of high biomass around remote islands.

Although there are discrepancies between the model and observations, the model successfully captures the overarching trend among the three phytoplankton size classes, where picophytoplankton make up a widespread background population, and the larger nano- and microphytoplankton coexist alongside them in regions of higher total biomass.

**Community size structure**—Observations, such as those shown in Fig. 1, reveal a consistent, power-law relationship between phytoplankton size and numerical abundance, that typically becomes less steep with increasing total biomass. We examined the size–abundance relationship in the model by sorting surface grid cells into six logarithmically spaced groups according to the annual mean surface phytoplankton biomass. Within each of these groups, the average cell density (cells m$^{-3}$) and biomass (mmol C m$^{-3}$) were calculated for each phytoplankton size class. The log of cell numerical abundance is plotted against the log of cell diameter in Fig. 8a.

The modeled relationship between cell diameter and cell density shown in Fig. 8a is qualitatively consistent with the observations shown in Fig. 1: the numerical abundance of cells in each size classes decreases according to a power-law relationship with cell diameter, and as total phytoplankton biomass increases, the average cell density decreases.
biomass increases, the abundance of small cells remains relatively constant, whereas the number of large cells increases by several orders of magnitude.

Figures 1, 7, 8a confirm that total phytoplankton biomass increases through the addition of ever larger size classes. This pattern is also apparent in Fig. 8b, which shows phytoplankton carbon biomass as a function of log cell diameter in each of the 6 total biomass groups. As total biomass increases, the biomass within individual size classes begins to saturate, first in the smallest size classes, and then in larger size classes. As a consequence of this saturation, biomass accumulation occurs at the right-hand side of the size distribution, as larger cells become established. This pattern is consistent with global estimates of phytoplankton size structure based on observations of accessory pigments (Hirata et al. 2011).

In regions where total biomass is less than 2 mmol C m$^{-3}$, biomass accumulates in a relatively consistent way. Larger size classes accumulate with increasing total biomass, and the size distribution remains fairly smooth across different size classes. Additionally, as larger size classes become established, they are able to support higher biomasses than the smaller size classes. This pattern is likely related to the slower growth rates of larger zooplankton (Armstrong 1994). The smooth relationships between cell size and biomass break down in regions of high biomass (i.e., > 2 mmol C m$^{-3}$), which are typically associated with transient phytoplankton blooms. The sharp peak in
Carbon biomass (mmol C m\(^{-2}\)) along a logarithmic size axis (cells m\(^{-3}\) x\(^{-1}\)), where \(x = \ln(V/V_0)\).

<table>
<thead>
<tr>
<th>Carbon biomass (mmol C m(^{-2}))</th>
<th>(a) (cells m(^{-3}) x(^{-1}))</th>
<th>(b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.125-0.25</td>
<td>1.8x10(^6)</td>
<td>-1.29</td>
</tr>
<tr>
<td>0.25-0.5</td>
<td>3.2x10(^6)</td>
<td>-1.17</td>
</tr>
<tr>
<td>0.5-1.0</td>
<td>6.0x10(^6)</td>
<td>-1.06</td>
</tr>
<tr>
<td>1.0-2.0</td>
<td>8.9x10(^6)</td>
<td>-0.98</td>
</tr>
<tr>
<td>2.0-4.0</td>
<td>8.4x10(^6)</td>
<td>-0.90</td>
</tr>
<tr>
<td>4.0-8.0</td>
<td>8.3x10(^6)</td>
<td>-0.82</td>
</tr>
<tr>
<td>Global average</td>
<td>6.9x10(^6)</td>
<td>-0.86</td>
</tr>
</tbody>
</table>

The abundance of cells at an equivalent spherical diameter (ESD) of 4 μm corresponds to the fastest growing phytoplankton size class (Table 3), which suggests a niche for fast-growing “opportunist” species under bloom conditions.

The relationship between phytoplankton numerical abundance and cell size is often summarized by the slope of the power-law relationship between cell density and cell volume. Modeled phytoplankton spectral slopes were calculated within the six biomass categories, and are shown together with a global estimate in Table 5. Very rare phytoplankton species are infrequently sampled in the real ocean, and their distribution and abundance are poorly understood (Cermenó et al. 2006). We therefore exclude the largest and rarest cells (comprising the last 1% of the total phytoplankton biomass) from the analysis. In this way the average size distribution was calculated only from those size classes showing a power-law relationship between cell size and abundance.

The modeled slopes increase from −1.29, in regions of very low biomass, to −0.86, in regions of very high biomass, within the observed range of approximately −1.5 to −0.75 (Cermenó et al. 2006).

**Discussion**

The pelagic ecosystem model qualitatively reproduces the observed global distributions of nitrate, chlorophyll, and primary production, and captures the observed size structure of marine communities (Raimbault et al. 1988; Hirata et al. 2011). The ability of the model to reproduce the observed biogeography and community size structure suggests that it provides a suitable framework for further exploration of the mechanisms that underpin these distributions.

**Phytoplankton size**—Sheldon et al. (1972) noted that particulate biomass is distributed evenly among logarithmically spaced size classes, and hence cell density decreases logarithmically across the same size classes. This size structuring appears to be a consequence of several factors that affect marine phytoplankton communities. Smaller cells have a higher surface area : volume ratio and a faster diffusive nutrient encounter rate than larger cells, and so have faster nutrient uptake rates (Tang 1995; Litchman et al. 2007). Smaller cells also tend to sink more slowly than large cells. Conversely, large cells may benefit from large storage quotas under both transient and equilibrium conditions, and may be less susceptible to the size-dependent exudation of metabolites (Kriest and Oschlies 2007).

In general, however, the nutritional demands of phytoplankton cells are positively correlated with cell size, and smaller cells are able to survive at lower resource concentrations than large cells. This relationship reveals how increases in nutrient availability may lead to increased coexistence of larger cells (Irwin et al. 2006). In some regions, short-term physical processes (such as convective or tidal mixing) lead to rapid accumulation of nutrients in the surface ocean, allowing for transient blooms of large cells. By contrast, wherever the nutrient supply is relatively constant, small cells should, in theory, always draw nutrients down to very low levels, thereby excluding any larger phytoplankton with higher resource requirements (Armstrong 1994; Irwin et al. 2006). Even in upwelling regions, where nutrient supply rates are very high, the relatively constant supply should allow small phytoplankton to accumulate sufficient biomass to draw nutrients down to very low levels.

In the ocean, large cells are clearly not excluded from regions with high nutrient supply. The observations and model output in Figs. 1, 7, 8 emphasize that biomass is relatively evenly distributed across phytoplankton size classes. Small phytoplankton do not accumulate to very high biomasses, and large phytoplankton are not excluded from regions with constant high supply. How is it that so many large species are able to coexist alongside smaller species, given that these have much lower equilibrium resource requirements?

The fact that biomasses in individual size classes seem to have an upper limit (e.g., Fig. 8) suggests that something other than competition for nutrients is acting to control the abundance of small phytoplankton in regions of high nutrient supply.

**Bottom-up and top-down controls**—Arguably the most important factor underpinning the diversity and size structure of marine communities is the control of successful populations by zooplankton grazing and viral lysis (Thingstad and Sakshaug 1990; Armstrong 1994). Often referred to as the “kill-the-winner” hypothesis (Thingstad and Lignell 1997), the theory states that the total amount of biomass within any one size class is limited by density-dependent losses. No individual size class can dominate completely, as very high abundances are kept in check by high mortality. In line with these arguments, only the smallest and most competitive phytoplankton are able to survive in regions of very low resource supply. In regions where nutrients are more abundant, grazing pressure and viral lysis prevent the small cells from consuming all resources, and progressively larger cells become established.

The kill-the-winner mechanism also provides an elegant solution to the so-called “paradox of the plankton” (Hutchinson 1961), which asks how so many phytoplank-
 Dayton are able to coexist on so few limiting resources: diversity can be easily increased by the addition of prey- or host-specific zooplankton and viral controls (Hutchinson 1961; Thingstad and Sakshaug 1990).

In this study we have explicitly resolved a grazer community with 30 different size classes of zooplankton. This “top-down” grazer control, coupled to the size-dependent “bottom-up” nutrient controls, allows the model to produce a realistic global size distribution (Thingstad and Sakshaug 1990; Armstrong 1994). The smallest and most competitive phytoplankton groups are kept under control by the smallest zooplankton, allowing larger size classes to become established when excess nutrients are available. The importance of this mechanism can be demonstrated by removing predator–prey specificity. If the modeled zooplankton are allowed to graze equally on all phytoplankton, the entire system of diversity collapses, leading to the exclusion of all but one or two very small size classes (Fig. 8c,d). This result demonstrates the importance of top-down controls in maintaining the size structure and taxonomic diversity of marine communities. Furthermore, it shows that in this model, transient nutrient pulses alone are not enough to support populations of large cells over long timescales.

The global balance of top-down and bottom-up controls is explored further in Fig. 9. On the left-hand side, Fig. 9 shows the annual average physiological limitation of surface phytoplankton in three size classes. This is expressed as the realized fraction of the maximum growth rate at 20°C, which is equivalent to the combined nutrient-, light-, and temperature-limitation terms, as outlined in the Web Appendix, Eq. A16. Conversely, the right-hand side of Fig. 9 gives an approximation of the degree of top-down control on each size class, in the form of surface Z : P ratios. These are calculated by pairing zooplankton and phytoplankton in terms of optimal grazing preference. For example, picophytoplankton (diameter < 2 μm) are paired with all zooplankton with diameter < 20 μm.

Focusing initially on the picophytoplankton, Fig. 9a shows that physiological limitation of this size class is distributed as might be expected. On average, the highest growth rates are attained in upwelling and subpolar regions, whereas strong bottom-up limitation (as indicated by low values of the dimensionless growth limitation term) is seen in both the nutrient-depleted subtropical gyres and the cold and sometimes iron-limited polar regions. In a complementary fashion, Fig. 9b shows that the upwelling, subpolar, and polar regions are character-
ized by very high Z:P ratios (~10), suggesting strong top-down control, whereas the oligotrophic gyres have much lower ratios (~0.1). Taken together, the two figures suggest that within the smallest size class, the oligotrophic gyres are dominated by bottom-up controls (i.e., nutrient limitation), the upwelling and subpolar regions are dominated by top-down, grazing controls, and the high-latitude polar regions are subject to both strong bottom-up (i.e., light and temperature) limitation and intense grazing pressure.

Within the next largest size class, Fig. 9c shows that the nanophytoplankton reach a considerably lower fraction of their maximum growth rates than the picophytoplankton. This is primarily attributable to the decreased nutrient affinity of these larger cells (neither temperature limitation nor relative light limitation scale with size in the model; Table 2). The slower relative growth of the nanophytoplankton supports a smaller grazer community, and results in weaker top-down control. This is shown in Fig. 9d, where global Z:P ratios are predominantly <1 outside of upwelling and coastal regions.

Finally, the largest size class, the microphytoplankton, shows the lowest relative growth rates (Fig. 9e) and the lowest Z:P ratios. The very low nutrient affinities within this size class result in strong nutrient limitation, and the associated slow growth rates are unable to support a large grazer community, leading to weak top-down control.

The highlighted patterns are consistent with the view that strong top-down control limits the abundance of the smallest and fastest-growing phytoplankton, whereas bottom-up controls place limits on the number of size classes that are able to coexist (Armstrong 1994). The results presented in Fig. 9 additionally suggest that the observed shift from low to high Z:P ratios with increased productivity and total biomass seen in Fig. 5 (and Gasol et al. 1997) is driven by an increasing fraction of the community coming under strong top-down control.

Parameterizing complexity—The field of marine ecosystem and biogeochemical modeling is currently faced with two important and conflicting challenges. Firstly, the marine ecosystem is complex, and models that begin to resolve this complexity contain a large number of parameters that are often poorly constrained by observations. Secondly, even the most complex models are based on highly aggregated representations of functionally diverse species, and these are rarely general enough to perform well across large environmental gradients. Recent studies have begun to address these problems by focusing on the more general rules that govern complexity and diversity, rather than by trying to quantify and parameterize the diversity itself. A major advantage of these “self-organizing” models (Follows et al. 2007), is that they are able to resolve greater ecological complexity with fewer specified parameters.

One of the main challenges of this approach is to identify the general rules or trade-offs that govern competition between organisms (Litchman et al. 2007). Plankton physiological and ecological parameters have been linked to community structure through a number of different mechanisms (Armstrong 1994; Irwin et al. 2006), but here the trade-offs are constrained using well-known relationships between organism size and metabolic rates (Mooney and Field 1991; Tang 1995; Hansen et al. 1997).

We have developed a model using observed physiological and ecological relationships with cell size. The model begins to resolve the internal cellular physiology (Geider et al. 1998) of a diverse community of phytoplankton and their zooplankton grazers. The model produces qualitatively realistic results in terms of broad global distributions of nutrients, biomass, and primary productivity, and captures known ecological trends, such as the increasing coexistence of large size classes in more productive regions, and higher Z:P ratios in coastal and upwelling regions. Using this model we are able to clarify the mechanisms that underpin the size structure of marine communities at a global scale, and we have highlighted the importance of both nutrient and grazer controls in shaping these ecosystems.

In summary, the size dependence of key phytoplankton parameters, particularly those relating to nutrient affinity, gives small phytoplankton a significant competitive advantage over large cells. In the absence of top-down controls, small cells would dominate marine communities, but the inclusion of many zooplankton types allows much greater coexistence of larger cells through the kill-the-winner mechanism. The combined effects of bottom-up and top-down controls thus underpin the observed global size structure of marine communities. The model is therefore well suited to address important questions regarding the links between marine physiology, ecology, biogeography, and biogeochemistry.
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A Web Appendix: Ecosystem model structure

Environmental concentrations or abundances of inorganic nutrients ([N_{i}]), plankton biomass ([B_{i,b,j}]), and organic matter ([OM_{i,o,k}]) have units of mmol element m^{-3} or mg chlorophyll m^{-3} and appear inside square brackets. Subscripts are identified in Table A.1.1. Subscript $i$ refers to a distinct inorganic nutrient. Phytoplankton and zooplankton are described using the same general biomass equations, with subscript $j$ denoting an individual phytoplankton or zooplankton type, and subscript $i_b$ denoting either carbon, nitrogen, iron or chlorophyll biomass within that type. Subscript $k$ indicates either dissolved or particulate organic matter, and subscript $i_o$ denotes the organic nutrient element.

Table A.1: Classes of biogeochemical state variables and indices specifying each particular nutrient element, biomass reservoir, etc. There are $J=55$ plankton types, each with intracellular ‘quotas’ for carbon, nitrogen, iron, and chlorophyll. Organic carbon, nitrogen, and iron are each divided into $K=2$ fractions, dissolved and particulate.

<table>
<thead>
<tr>
<th>Nutrient</th>
<th>Quota</th>
<th>Element</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dissolved inorganic carbon</td>
<td>DIC</td>
<td>Carbon C</td>
<td>DOM</td>
</tr>
<tr>
<td>Nitrate</td>
<td>NO_3</td>
<td>Nitrogen N</td>
<td></td>
</tr>
<tr>
<td>Nitrite</td>
<td>NO_2</td>
<td>Iron Fe</td>
<td></td>
</tr>
<tr>
<td>Ammonium</td>
<td>NH_4</td>
<td>Chlorophyll Chl</td>
<td></td>
</tr>
<tr>
<td>Iron</td>
<td>Fe</td>
<td>Plankton type $j$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1,.,.,J</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>POM</td>
</tr>
</tbody>
</table>

The model equations are as follows, for inorganic nutrients:

\[
\frac{\partial [N_i]}{\partial t} = - \nabla \cdot (u [N_i]) + \nabla \cdot (K \nabla [N_i])
\]

\[ - \sum_{j=1}^{J} [B_{C,j}] V_{i,b,j} + S_{i}^{N} \quad (A.1) \]

for plankton (phytoplankton and zooplankton):

\[
\frac{\partial [B_{i,b,j}]}{\partial t} = - \nabla \cdot (u [B_{i,b,j}]) + \nabla \cdot (K \nabla [B_{i,b,j}])
\]

\[ + [B_{C,j}] V_{i,b,j} + [B_{C,j}] \sum_{j_{prey}=1}^{J} \lambda_{i,b,j} G_{i,b,j,j_{prey}} \]
\[- \sum_{j_{\text{pred}}=1}^{J} [\mathbf{B}_{C,j_{\text{pred}}}] G_{i_{b},j_{\text{pred}},j} - [\mathbf{B}_{i_{b},j}] m_{P} - \frac{\partial}{\partial z} w_{P,j} [\mathbf{B}_{i_{b},j}] \tag{A.2} \]

and for organic matter (dissolved and particulate):

\[
\frac{\partial [\mathbf{OM}_{i_{o},k}]}{\partial t} = - \nabla \cdot (\mathbf{u}[\mathbf{OM}_{i_{o},k}]) + \nabla \cdot (\mathbf{K} \nabla [\mathbf{OM}_{i_{o},k}]) - \frac{\partial}{\partial z} w_{k}[\mathbf{OM}_{i_{o},k}] - r_{i_{o},k}[\mathbf{OM}_{i_{o},k}] + S_{i_{o},k}^{\mathbf{OM}} \tag{A.3} \]

where

- \( \mathbf{u} \) three-dimensional velocity field \((u, v, w)\) from the physical model
- \( \mathbf{K} \) three-dimensional mixing coefficients from the physical model
- \( z \) depth
- \( t \) time
- \( V_{i_{o},j} \) uptake rate of inorganic nutrient \( i_{o} \) by plankton \( j \)
- \( V_{i_{b},j} \) uptake rate of nutrient element \( i_{b} \) by plankton \( j \)
- \( G_{i_{b},j_{\text{pred}};j_{\text{prey}}} \) grazing rate for predator \( j_{\text{pred}} \) on biomass \( i_{b} \) of prey \( j_{\text{prey}} \)
- \( \lambda_{i_{b},j_{\text{pred}}} \) assimilation efficiency of predator \( j_{\text{pred}} \) on biomass element \( i_{b} \)
- \( m_{P} \) linear mortality rate of plankton
- \( w_{P,j} \) sinking rate of plankton \( j \)
- \( w_{k} \) sinking rate of organic matter type \( k \)
- \( r_{i_{o},k} \) remineralisation rate of organic matter type \( k \), element \( i_{o} \)
- \( S_{i_{o}}^{\mathbf{N}} \) additional sources and sinks of inorganic nutrient \( i_{o} \)
- \( S_{i_{o},k}^{\mathbf{OM}} \) additional sources and sinks of organic matter type \( k \), element \( i_{o} \)

**Physiology**

Growth of plankton type \( j \) is calculated as the acquisition of carbon and other essential elements. The proportion in which these elements are assimilated is variable, but within finite limits that prevent excessive accumulation of any one type. Cellular reserves of nitrogen, iron, and chlorophyll \( a \) are measured in terms of their ratio to cellular carbon.

\[
Q_{i_{o},j} = \frac{[\mathbf{B}_{i_{o},j}]}{[\mathbf{B}_{C,j}]} \tag{A.4} \]

The uptake capacity for each nutrient quota decreases to zero as the quota becomes full, preventing excessive accumulation of N or Fe biomass in relation to carbon. The generic form of the uptake regulation term for element \( i_{o} \) is

\[
Q_{i_{o},j}^{\text{stat}} = \frac{Q_{i_{o},j}^{\text{max}} - Q_{i_{o},j}}{Q_{i_{o},j}^{\text{max}} - Q_{i_{o},j}^{\text{min}}} \tag{A.5} \]
Temperature affects a wide range of metabolic processes through an Arrhenius-like equation that is here set equal for all plankton.

\[ \gamma_T = e^{R(T - T_{\text{ref}})} \]  

(A.6)

The parameter \( R \) describes the temperature sensitivity, \( T \) is the ambient water temperature in degrees Kelvin, and \( T_{\text{ref}} \) is a reference temperature (also in Kelvin) at which \( \gamma_T = 1 \).

**Autotrophy**

**Iron uptake**  Iron is taken up as a function of environmental availability, quota satiation and temperature (Eq. A.6):

\[ V_{Fe,j} = V_{Fe,j}^{\text{max}} \frac{[Fe]}{[Fe] + k_{Fe,j} Q_{Fe,j}^{\text{stat}} \cdot \gamma_T} \]  

(A.7)

**Nitrogen uptake**  Nitrogen uptake (\( V_{N,j} \)) is the sum of ammonium (NH\(_4\)), nitrite (NO\(_2\)) and nitrate (NO\(_3\)) uptake. Thus the total nitrogen uptake rate is,

\[ V_{N,j} = V_{NH_4,j} + V_{NO_2,j} + V_{NO_3,j} \]  

(A.8)

where

\[ V_{NH_4,j} = V_{NH_4,j}^{\text{max}} \frac{[NH_4]}{[NH_4] + k_{NH_4,j} Q_{NH_4,j}^{\text{stat}} \cdot \gamma_T} \]  

(A.9)

\[ V_{NO_2,j} = V_{NO_2,j}^{\text{max}} \frac{[NO_2]}{[NO_2] + k_{NO_2,j} Q_{NO_2,j}^{\text{stat}} \cdot \gamma_T \cdot e^{-\Psi[NH_4]}} \]  

(A.10)

\[ V_{NO_3,j} = V_{NO_3,j}^{\text{max}} \frac{[NO_3]}{[NO_3] + k_{NO_3,j} Q_{NO_3,j}^{\text{stat}} \cdot \gamma_T \cdot \gamma_{Fe,j} \cdot e^{-\Psi[NH_4]}} \]  

(A.11)

Uptake of all three forms of nitrogen is modified according to the quota status and the temperature function. Ammonium represents the most energetically efficient form of nitrogen, followed by nitrite and nitrate, and preferential uptake of ammonium is included in the model by exponentially reducing the uptake rates for nitrite and nitrate with increasing environmental ammonium (Wroblewski, 1977; Dutkiewicz et al., 2009). The maximum nitrate uptake rate in Eq. A.11 is also dependent on the cellular iron status through the iron-rich nitrate reductase enzyme (Mongin et al., 2006). This effect is parameterised
with a normalised hyperbolic function \((\gamma_{\text{Fe},j})\) that is equal to zero at \(Q_{\text{Fe},j} = Q_{\text{Fe},j}^{\min}\) and one at \(Q_{\text{Fe},j} = Q_{\text{Fe},j}^{\max}\):\[
\gamma_{\text{Fe},j} = \frac{1 - Q_{\text{Fe},j}^{\min}/Q_{\text{Fe},j}}{1 - Q_{\text{Fe},j}^{\min}/Q_{\text{Fe},j}^{\max}}
\] (A.12)

**Photosynthesis** The photosynthesis and photoacclimation model is modified from Geider et al. (1998) and Moore et al. (2002). The carbon-specific light-saturated photosynthetic rate \((P_{\text{sat}}^{c,j})\) is modified from an absolute maximum reference value \((P_{\text{max}}^{c,j})\) by temperature dependence \((\gamma_T)\) and cellular nutrient status.

\[
P_{\text{sat}}^{c,j} = P_{\text{max}}^{c,j} \cdot \min \left[\gamma_{N,j}, \gamma_{\text{Fe},j}\right] \gamma_T
\] (A.13)

where the nitrogen quota limitation term

\[
\gamma_{N,j} = \frac{Q_{N,j} - Q_{N,j}^{\min}}{Q_{N,j}^{\max} - Q_{N,j}^{\min}}
\] (A.14)

is a linear function of the internal nitrogen quota (Flynn, 2008).

Light-limited photosynthesis \((P_{C,j})\) is calculated as a Poisson function of local irradiance \((I)\), modified by the iron-dependent initial slope of the P-I curve \((\alpha_{\text{Fe},j})\) and the chlorophyll-a-to-carbon ratio \((Q_{\text{Chl},j})\).

\[
P_{C,j} = P_{\text{sat}}^{c,j} \left[1 - \exp\left(-\alpha_{\text{Fe},j} \cdot Q_{\text{Chl},j} \cdot I / P_{\text{sat}}^{c,j}\right)\right]
\] (A.15)

Note that the bottom-up limitation term shown in Fig. 9a,c,e is calculated as the sum of nutrient-, temperature-, and light-limitation. This can be expressed as the realised fraction of the maximum growth rate at 20°C,

\[
\gamma_{\text{total},j} = \min \left[\gamma_{N,j}, \gamma_{\text{Fe},j}\right] \gamma_T \left[1 - \exp\left(-\alpha_{\text{Fe},j} \cdot Q_{\text{Chl},j} \cdot I / P_{\text{sat}}^{c,j}\right)\right]
\] (A.16)

Net carbon uptake, after removal of the metabolic cost of biosynthesis, is given by

\[
V_{\text{C},j} = P_{C,j} - \xi \cdot V_{\text{N},j}
\] (A.17)

The chlorophyll-to-carbon ratio is regulated as the cell attempts to balance photon capture with the maximum rate at which energy can be used to fix carbon. Depending on this ratio, a certain fraction of newly assimilated nitrogen is diverted to the synthesis of new chlorophyll \(a\),

\[
\rho_{\text{Chl},j} = \frac{\theta_N^{\max} \cdot P_{C,j}}{\alpha \cdot \gamma_{\text{Fe},j} \cdot Q_{\text{Chl},j} \cdot I}
\] (A.18)

where \(\rho_{\text{Chl},j}\) is the amount of chlorophyll \(a\) that is synthesised for every mmol of nitrogen assimilated (mg Chl (mmol N)\(^{-1}\)). If nitrogen is assimilated
at carbon specific rate $V_{N,j}$ (mmol N (mmol C)$^{-1}$ d$^{-1}$), then the carbon specific rate of chlorophyll $a$ synthesis (mg chl (mmol C)$^{-1}$ d$^{-1}$) is

$$V_{\text{Chl},j} = \rho_{\text{Chl},j} \cdot V_{N,j} \quad (A.19)$$

**Heterotrophy**

**Grazing**  The predator biomass specific grazing rate of predator, $j_{\text{pred}}$, on prey, $j_{\text{prey}}$, is given in units of carbon by

$$G_{C,j_{\text{pred}},j_{\text{prey}}} = G_{C,j_{\text{pred}}}^{\text{max}} \cdot \gamma_{T} \cdot \frac{\phi_{j_{\text{pred}},j_{\text{prey}}}[B_{C,j_{\text{prey}}}]}{F_{C,j_{\text{pred}}} + k_{C,j_{\text{pred}}}} \left(1 - e^{-V_{C,j_{\text{prey}}}}\right) \Phi_{(P \text{ or } Z)} \quad (A.20)$$

where $G_{C,j_{\text{pred}}}^{\text{max}}$ is the maximum grazing rate and $k_{C,j_{\text{pred}}}$ is the ‘half-saturation’ constant for grazing by predator, $j_{\text{pred}}$. The total amount of prey carbon biomass available to predator, $j_{\text{pred}}$ is given by $F_{C,j_{\text{pred}}} = \sum_{j_{\text{prey}}} \phi_{j_{\text{pred}},j_{\text{prey}}}[B_{C,j_{\text{prey}}}].$

This is the sum of all plankton carbon biomass, weighted by prey palatability, $\phi_{j_{\text{pred}},j_{\text{prey}}}$. This is calculated as an approximately log-normal function of the predator-to-prey volume ratio, $\theta_{j_{\text{pred}},j_{\text{prey}}}$. The function has a standard deviation of $\sigma_{j_{\text{pred}}}$ after log-transformation, and prey are most palatable when the predator-to-prey volume ratio is equal to $\theta_{\text{opt}}$.

$$\phi_{j_{\text{pred}},j_{\text{prey}}} = \exp \left[ - \left( \ln \left( \frac{\theta_{j_{\text{pred}},j_{\text{prey}}}}{\theta_{\text{opt}}} \right) \right)^2 / (2\sigma_{j_{\text{pred}}}^2) \right] \quad (A.21)$$

A prey refuge is provided by an Ivlev (1955) function $\left(1 - e^{-\lambda F_{C,j_{\text{pred}}}}\right)$, which reduces the grazing effort as available prey become scarce (Mayzaud and Poulet, 1978). The size of the refuge is dictated by the coefficient $\lambda$.

The grazing function does not include arbitrary switching between different prey types, but does include a switching function between herbivorous filter and carnivorous ambush feeding. This is included in Eq. A.20 through $\Phi_{(P \text{ or } Z)}$. This describes the relative preference for non-motile phytoplankton prey as the ratio of the sum of squares of available phytoplankton prey biomass divided by the sum of squares of all available prey biomass,

$$\Phi_{P} = \frac{\sum_{j_{\text{phyto}}} \phi_{j_{\text{pred}},j_{\text{phyto}}}[B_{C,j_{\text{phyto}}}]^2}{\sum_{j_{\text{prey}}} \phi_{j_{\text{pred}},j_{\text{prey}}}[B_{C,j_{\text{prey}}}]^2} \quad (A.22)$$

A similar function describes the relative preference for zooplankton prey

$$\Phi_{Z} = \frac{\sum_{j_{\text{zoopl}}} \phi_{j_{\text{pred}},j_{\text{zoopl}}}[B_{C,j_{\text{zoopl}}}]^2}{\sum_{j_{\text{prey}}} \phi_{j_{\text{pred}},j_{\text{prey}}}[B_{C,j_{\text{prey}}}]^2} \quad (A.23)$$

such that $\Phi_{P} + \Phi_{Z} = 1$. 
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The overall grazing response is calculated on the basis of prey carbon. Grazing losses of other prey elements are simply calculated from their stoichiometric ratio to prey carbon, with different elements assimilated according to the predator’s nutritional requirements (see below).

**Assimilation and egestion** Prey biomass is assimilated into predator biomass with an efficiency of $\lambda_{ib, jpred}$ ($i_b \neq \text{Chl}$). This has a maximum value of $\lambda^{\text{max}}$ that is modified according the the quota status of the predator.

For prey biomass $i_b = \text{N}$ or Fe, biomass is assimilated as a linear function of the predator quota status. If the respective quota is full, that element is not assimilated. If it is empty it is assimilated at the maximum rate.

$$\lambda_{ib, jpred} = \lambda^{\text{max}} \frac{Q^{\text{max}}_{ib, jpred} - Q^{\text{min}}_{ib, jpred}}{Q^{\text{max}}_{ib, jpred} - Q^{\text{min}}_{ib, jpred}}$$ (A.24)

For C, assimilation is regulated according to the status of the most limiting element of N and Fe. If these quotas are both full, C is assimilated at the maximum rate. If either are empty, C assimilation is down-regulated until sufficient quantities of the limiting element are acquired.

$$\lambda_{C, jpred} = \lambda^{\text{max}} \min \left( \frac{Q^{\text{min}}_{N, jpred}}{Q^{\text{max}}_{N, jpred} - Q^{\text{min}}_{N, jpred}}, \frac{Q^{\text{min}}_{Fe, jpred}}{Q^{\text{max}}_{Fe, jpred} - Q^{\text{min}}_{Fe, jpred}} \right)$$ (A.25)

**Biogeochemistry**

The biogeochemical component of the model is as described by Dutkiewicz et al. (2009, 2012).

**Sources and sinks of inorganic nutrients**

$$S_{\text{DIC}}^N = \sum_{k=1}^{K} r_{C,k} [\text{OM}_C,k]$$

remineralisation

$$S_{\text{NH}_4}^N = \sum_{k=1}^{K} r_{N,k} [\text{OM}_N,k] - \zeta_{\text{NH}_4} [\text{NH}_4]$$

nitrification

$$S_{\text{NO}_2}^N = \zeta_{\text{NH}_4} [\text{NH}_4] - \left( \zeta_{\text{NO}_2} [\text{NO}_2], \text{if } I < I_{Ox} \right)$$

nitrification

$$S_{\text{NO}_3}^N = \left( \zeta_{\text{NO}_2} [\text{NO}_2], \text{if } I < I_{Ox} \right)$$

nitrification
Web Appendix: A global ocean food-web model

\[ S_{Fe}^N = \sum_{k=1}^{K} \sum_{i=1}^{n_{Fe,k}} [OM_{Fe,k}]_{i} \left( r_{Fe,k} \right)_{i} \left( \frac{c_{scav}[Fe']}{\text{scavenging}} + \frac{F_{atmos}}{\text{atmospheric}} + \frac{F_{sediment}}{\text{sedimentary}} \right) \]  

(A.26)

where \( F_{atmos} \) and \( F_{sediment} \) are the local atmospheric and sedimentary fluxes of bioavailable iron across the ocean surface and ocean bottom, respectively (Luo et al., 2008; Dutkiewicz et al., 2012). The free iron concentration \([Fe']\) that is available for scavenging is modeled as a function of complexation with an organic ligand, following Parekh et al. (2005) and Dutkiewicz et al. (2009).

Sources and sinks of organic matter

Organic matter, produced by plankton mortality and zooplankton messy feeding, is divided between DOM and POM according to a taxon specific parameter, \( \beta \).

\[ S_{i_o,DOM} = \sum_{j=1}^{J} [B_{i_o,j}] \beta_{j}^{mort} m_P \] 

\[ + \sum_{j_{pred}=1}^{J} [B_{C,j_{pred}}] \sum_{j_{prey}=1}^{J} \beta_{j_{prey}}^{graz} (1 - \lambda_{i_b,j_{pred}}) G_{i_o,j_{pred},j_{prey}} \]  

messy feeding

\[ S_{i_o,POM} = \sum_{j=1}^{J} [B_{i_o,j}] (1 - \beta_{j}^{mort}) m_P \] 

\[ + \sum_{j_{pred}=1}^{J} [B_{C,j_{pred}}] \sum_{j_{prey}=1}^{J} (1 - \beta_{j_{prey}}^{graz}) (1 - \lambda_{i_b,j_{pred}}) G_{i_o,j_{pred},j_{prey}} \]  

(A.27)
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