Microbes are integral to the structure and functioning of marine ecosystems, and to the chemistry of the ocean and its interaction with the atmosphere. They mediate the chemical transformations that over geological time have determined the composition of our atmosphere (Fennel et al., 2005) and the balance of major nutrients in the sea (Arrigo, 2005). These nutrients ultimately determine how much and what kinds of marine life can be supported in surface waters, the amount of primary production that can be transferred to higher trophic levels, and how much carbon is stored in the deep ocean (Falkowski et al., 1998). Microbes in the ocean are thus directly and indirectly sensitive to, and part of, the ocean’s response to global change. The manifestations of global change include not only the changes in ocean temperature, circulation, pH, and nutrient availability linked to increasing greenhouse gases, but also the profound alterations of the marine environment associated with a growing and rapidly developing human population—habitat destruction, coastal eutrophication, pollution (GESAMP, 2001), and the elimination of larger predators by fishing, leading to fundamental alterations in food webs (Pauly et al., 1998; Myers et al., 2007).

Our challenge as scientists is to describe and understand the environmental control of marine microbial communities so that we can predict the influences of global change on the biology and chemistry of the ocean as it interacts with and influences the atmosphere and climate. The central questions are clear, and they share a common theme: How will marine microbes, and the ecosystems they support, respond to environmental change, and what are the consequences for ecosystems and the biosphere? Broadly, we need to describe and understand the structure (species composition, size distributions, and flows of energy and materials) and functioning (nature and efficiency of chemical transformations) of microbial communities, recognizing that structure and functioning are intimately linked.

**FUNDAMENTAL PATTERNS IN MARINE SYSTEMS**

Much progress has been made in describing regularities of marine ecosystems that are robust in their central tendencies, thereby reflecting fundamental structuring processes in the ocean. Well-studied relationships include the Redfield ratios (Redfield, 1958), the Sheldon size spectrum (Sheldon et al., 1972; Platt and Denman, 1978), and patterns of phytoplankton abundance in relation to oceanographic influences (Sverdrup, 1955; Margalef et al., 1979; Longhurst, 2007) (Figure 1). These relationships are by no means exact; they vary in space and time with physical and chemical conditions, and are thus signatures of those conditions and the ecological interactions that are driven by them. Ramón Margalef showed directly the results of such physical-chemical-ecological interactions with his influential “mandala” (Margalef et al., 1979) that describes the selection of phytoplankton communities by regimes of turbulence and nutrients (Figure 1D). The relationships described by Margalef’s mandala are general, but very well suited to guiding more detailed modeling for ecological prediction (Cullen, in press).

In a landmark paper, Redfield (1958)
(see also Williams, 2006) described the most famous, and perhaps most controversial, macroscopic features of marine ecosystems. Redfield compared the average N:P ratio of plankton (16:1 by atoms) and that of the dissolved nutrients, nitrate, and phosphate in deep oceanic waters (15:1), and the regularity of these features across broad regions of the ocean. He intuitted that this was no accident, and that it was not just a case of the plankton responding to physically determined environmental variation. Rather, he hypothesized that the plankton were regulating the stoichiometry (here, meaning the N:P ratio) of the physical environment at just the conditions they needed. Similar arguments applied to the regularities in other element ratios, for example, C:N. The question remained, though, as to how this might arise, because natural selection operates for the benefit of the individual genome, and not to shape ecosystem properties.

The picture is not, of course, as simple as first presented. There is substantial variation among phytoplankton in their N:P ratios, and 16:1 is an average bracketed by extreme values that span more than an order of magnitude. There is, similarly, a good deal of variation in oceanic conditions, enough so that on his laboratory Web site, University of Hawaii oceanographer David Karl avers that, “The Redfield ocean is on its last legs as a construct for biogeochemical modeling.” Nonetheless, the Redfield patterns are a valuable approximation and point of departure. Klausmeier and colleagues (2004a, 2004b) build on classical chemostat models of the ocean, incorporating growth according to a standard law (Droop, 1974) and Liebig’s Law of the Minimum (which states simply that growth will be limited by whichever essential nutrient is in shortest supply), to show that, in general, the system’s dynamics will reach an equilibrium in which a single factor is limiting. When this dynamic is embedded into an evolutionary framework, however, in which organisms must expend their available carbon on making nitrogen-rich proteins (the primary machines responsible for uptake of nutrients) or phosphorus-rich ribosomes (which play a key role in growth), the system evolves to co-limitation, in which neither nutrient is in excess. The reason for this is intuitively simple—if, for example, nitrogen alone were limiting, a mutant that relied less on nitrogen and made better use of the available phosphorus could proliferate. Most importantly, the optimal allocation to proteins and ribosomes is determined primarily by the stoichiometry of proteins and ribosomes, and is largely independent of environmental conditions.

Thus, at first blush, there is a justification for Redfield’s interpretation.

On closer examination, however, some gaps remain. This simplistic approach predicts an N:P ratio that overestimates Redfield by a factor of three, primarily because it emphasizes equilibrium conditions in which competition selects for efficient acquisition of nutrients. Nor does this approach explain the coexistence of multiple types. Enter the great limnologist, G. Evelyn Hutchinson, who also was intrigued by a similar paradox (Hutchinson, 1961), and invoked environmental variation as part of the explanation of coexistence. The work already described assumes a (marine) world in balance, but Hutchinson reminds us that local disturbances caused by everything from turbulence to marauding whales (highlighted by Smetacek and Nicol, 2005) complicate the simple picture.

This knowledge should change our view of marine communities fundamentally: if disturbance is superimposed upon the simplistic dynamic of species interactions, removing the competitive species that would otherwise dominate at a low-diversity equilibrium, then there will be selection for rapid growth under some conditions. Indeed, if within the Klausmeier et al. (2004a, 2004b) framework one optimizes allocation for rapid growth, selection favors lower N:P ratios, about half of the Redfield prediction. The equilibrium view predicts a ratio too high, and the growth-rate approach...
predicts one too low. This suggests that, in a spatio-temporal dynamic in which localized disturbances initiate temporal successions of species of increasing competitive ability but decreasing growth rates, coexistence will be possible and the model will predict the full range of empirically observed N:P ratios.

On the regional scale, such as in the North Pacific subtropical gyre, the chemical composition of phytoplankton, and ultimately the N:P of the pools of dissolved and particulate organic matter in the surface layer, respond to relative supplies of N and P from below—that is, whichever runs out first. N$_2$-fixing cyanobacteria, with inherently high N:P, are favored in oligotrophic waters with low N:P supply; their growth and subsequent influences on the chemical composition of deep water (increasing its N:P) lead to a hypothesized N$_2$-fixation cycle between N-controlled and P-controlled systems (Karl, 2002) that can be explained with physiological principles that are by no means inconsistent with the broader frameworks described by Klausmeier et al. (1999)
Stoichiometric ratios are just one example of macroscopic patterns that exhibit regularities in marine systems, and that emerge from interactions mediated at lower scales of organization. Similar regularities are observed in the spatio-temporal patterns of patchiness for which unique signatures capture the spectral plots of the distributions of zooplankton, phytoplankton, and passive markers of oceanic conditions. The existence of patterns in the distribution of planktonic organisms has been a central focus of research for a half-century or more, in part because of the phenomenon of red tides and other noxious organisms that cause extensive mortality to wildlife, both marine and coastal. Phytoplankton are patchy in their distributions, but zooplankton are even patchier because they actively aggregate. Similarly, graphs of the relative abundances of all species assume canonical shapes for marine systems, just as they do for terrestrial systems, statistical regularities that summarize patterns of biodiversity. Most intriguing, perhaps, for marine systems, is the consistency in the power-law distributions that describe the size spectra, from the smallest microorganisms to the largest fish in the oceans (Figure 1B, C). Sheldon and colleagues (1972) showed that the biomass spectrum in aquatic systems shows remarkable constancy in biomass in successive logarithmic size bins. Numerous explanations have been advanced for this regularity; although a universally satisfactory general explanation seems still lacking, these theoretical investigations have led to better understanding of the forces structuring marine ecosystems.

When sufficiently well developed, the hypotheses that explain macroscopic regularities can be used to describe and predict how ocean systems will respond to environmental change. An example is the Redfield-based description of the global balance between N fixation and the microbially mediated loss of fixed nitrogen, as illustrated in Figure 2 and discussed by Arrigo (2005). This theoretical framework links environmentally determined controls on the growth rates of phytoplankton (i.e., replenishment of surface waters through upwelling or vertical mixing), phytoplankton N:P stoichiometry, and ultimately the N:P of the deep ocean. It can be exploited to hypothesize effects of another alteration...
of the marine N cycle, modulation of N\textsubscript{2} fixation in oligotrophic gyres by supplies of iron from atmospheric deposition, or, conceivably, intentional fertilization. The framework suggests that any such changes big enough to make a difference to global ocean productivity and carbon flux would have far-ranging influences on the N:P stoichiometry of the global ocean and thus microbial communities in the surface layer and the deep sea, with possible effects on both food webs and denitrification, respectively.

Hypotheses like these are generally well matched to broad questions related to global change, questions whose answers would be predictions of the nature of change, often with a quantitative and testable estimate of its magnitude. The fundamental rules underlying macroscopic descriptors do not directly yield detailed simulations of ecosystem response. Rather, they guide the development of mathematical relations that, when applied in numerical models, reproduce the features. Regardless, to develop and validate macroscopic descriptors, it is necessary to measure relevant characteristics of microbial communities, along with the physical, chemical, and biological factors that influence them, on scales from those at which the patterns are determined to those on which they are expressed.

The search for macroscopic regularities can be considered an exercise of increasing the scale of perception. By scale, we mean the distance or time over which a significant change in the quantity of interest can be resolved. Therefore, the task is to extend the scope of space and time in our observations (Li, 2007). This is a familiar concept in ordinary experience because we easily grasp the notion of day-to-day fluctuations of weather occurring over the backdrop of a regional climate.

In human terms, atmospheric climate change is a slow phenomenon. Scientists discern it from analysis of much faster local weather events. Atmospheric conditions are monitored continuously or at regular short intervals over a long time period at many locations. In the marine environment, physical oceanographers derive hydrospheric climatologies in a similar fashion using a grid of observing stations that provide continuous, long-term measurements of, say, temperature and salinity. To document the effects of climate change on marine microbes, biological oceanographers face the same task of constructing climatologies in order to discern anomalies. Unfortunately, many biotic properties, such as distributions of species and rates of production, are much more difficult to monitor accurately than physical properties. Nevertheless, for both temperature and microbes, the norms (i.e., climatology) must first be established before the changes (i.e., anomalies) can be detected. Interdisciplinary environmental surveys need to be repeated at regular intervals in order to yield infor-
mation appropriate for the assessment of climate change.

To describe linkages between climate and microbial community structure and function, there must be appropriate data to encompass microbial generation times of a day or so to ecosystem response times of decades or more. The relationships among physics, chemistry, and biology in small water parcels need to be scaled to ocean basins. A decade or two ago, this was barely conceivable. With new technologies for automated measurements from remote platforms such as satellites, moorings, and vertically profiling ocean gliders, multi-scale interdisciplinary sampling of the ocean is now a reality (Babin et al., 2005; Dickey et al., 2006).

Marine microbes can in principle be detected in a very large number of ways, depending on which of their cellular or physiological features is targeted. However, a requirement of climate monitoring is to assure that the same quantity is always measured. The value of a time series increases with its length, but only when it is internally consistent. Clearly, there is considerable burden in the initial selection of an appropriate variable because this sets an operational definition for what is being recorded. It is therefore not surprising that oceanographic monitoring often relies on high-level taxonomic indicators (such as the presence of chlorophyll a, indicating phytoplankton), which are generally more easily measured. In some cases, different variables may be merged retrospectively to construct a single extended time series for a particular biological entity (Raittos et al., 2005). But even if it were not possible to do so, proxy indicators can still provide a good assessment of climate-change impact on ecosystems. This is because data that identify broad systematic trends across diverse biotic groups and geographic regions provide a coherent “fingerprint” that can be assessed in probabilistic terms (Parmesan and Yohe, 2003). Inevitably, as technology advances, expensive analytical methods currently used only in exploratory surveys will be engineered into cost-effective applications for routine environmental monitoring. So, our job as scientists is to hasten efforts to document and understand past and present conditions in order to provide the foundations for future advances.

**CASE STUDY: MULTI-SCALE COARSE-GRAINING**

Here, we present a case study for discerning long-term change from an extended time series of short observations. We consider one particular group of marine microbes, the so-called picoeukaryotic phytoplankton. This group is a diverse mix of different primary producers, excluding bacteria, that share the common physical characteristic of being very small (less than about two micrometers in diameter). Recent developments in molecular biology enable single taxonomic units to be differentiated from others in this group (Not et al., 2004; Zhu et al., 2005; Countway and Caron, 2006), but only limited data sets currently exist. However, the group as a whole is easily enumerated by flow cytometry, simply on the basis of their small size and low photopigment, discounting those with bacterial characteristics. Thus, time series of total picoeukaryotes can be used to construct climatologies suitable for detection of interannual changes.

In Bedford Basin, Canada (Li et al., 2006), a 14-year record of weekly observations shows a recurring annual cycle of picoeukaryote abundance with a general trend of increasing abundance (Figure 3A). It is evident that the cycle is not exactly the same every year. For example, the minimum and maximum of cell abundance change slightly from year to year. These are the kinds of small shifts we need to detect. A baseline period for this series can be arbitrarily defined as 1993 to 2000 to provide a norm for comparison with subsequent observations. Over this period, each week in the 52-week cycle will have eight observations, one from each year, and the average of these constitutes the norm for that week. Fifty-two such weekly norms constitute the baseline climatology for picoeukaryote abundance (Figure 3B). The deviation of each weekly observation from the norm is termed an anomaly, and the average of all 52 anomalies in a year constitutes the annual anomaly. It is from the time series of annual anomalies that a deseasoned trend of interannual change may be sought (Figure 3C). Positive anomalies of picoeukaryotes are increasingly evident in the early twenty-first century relative to the preceding normative period (Figure 3C). The 14-year record of cyclical changes in plankton invites questions about the possible effects of climate change. Have abundances been increasing for a long time? Are the spring increases coming earlier? In botanical studies, old photographs and herbarium specimens may sometimes be scrutinized for evidence of climate-related changes.
in the timing of flowering in plants (Miller-Rushing et al., 2006), but retrospective analyses of microbial plankton are largely unknown because documentable resources do not exist for them.

The year-to-year change in the annual average value of an ocean variable is almost always much smaller than the within-year seasonal variability. This is true of temperature, and also true of microbial abundance. This means that multiyear trends cannot be predicted solely from knowing how microbes respond to short-term environmental change. From our case study, within any year, weekly picoeukaryote abundance is strongly correlated with weekly temperature (Figure 4A), but not so with weekly nitrate concentration (Figure 4B). However, these relationships do not predict what happens over many years. The multiyear pattern is only seen when weekly observations are averaged over the whole year. On an annual basis, by and large, picoeukaryotes increase and decrease coherently with nitrate (Figure 4D), but not with temperature (Figure 4C). In the Bedford Basin, it seems that a secular rise in nitrate is imposing an upward tilt to the recurring temperature-linked annual cycle of picoeukaryotes. Thus, environmental change can lead to different biological outcomes, depending on the time scale. This example illustrates why relatively short-term trends in climate-related variability should be extrapolated to longer-term global change only with caution and due regard for mechanistic links (Behrenfeld et al., 2006).

This case study also demonstrates that statistical robustness is strengthened by having many observations in a year, and by having many years of observation. Current technologies for remote observation of marine microbes, such as submersible robotic flow cytometers (Dubelaar et al., 1998; Olson et al., 2003), are equipped to collect many observations during remote deployments, but they cannot be left unattended for years and decades. Regardless, there will always be a need to integrate wet microbial oceanography with remote Earth observation systems. It is a strategy to balance ecological complexity and simplicity.

GENOMIC DIVERSITY IN MARINE MICROBES
Just as it was once hopelessly unrealistic to think about describing the distributions of marine microbes in relation to their physical and chemical environment on scales from centimeters to thousands of kilometers, until recently it was not possible to imagine characterizing these microbes except in the most general functional terms. Although, in total, a few thousand strains of marine microalgae, other microbial eukaryotes, bacteria,
and archaea have been studied to some extent in culture, and more than 100 will have had their genomes sequenced by the end of this year, most marine microbes (perhaps more than 99%) remain uncultured, seem unculturable, and are certainly uncharacterized—taxonomically, physiologically, and genetically.

Molecular, genomic, and now metagenomic methods have changed all this. Phylogenetic marker genes, principally those for small subunit ribosomal RNA (SSU rRNA), permit facile classification of cultured cells. Most importantly, amplification of such marker genes directly from environmental DNA samples using the polymerase chain reaction and their characterization (often by determining DNA sequence) allows assessments of phylogenetic affinities, relative abundances, and diversity that are not subject to the biases of culturability (Pace, 1997). There are now in the literature more molecular surveys of marine microbiota than “traditional” (culture-dependent or spectroscopic and biochemical) studies.

But, there is in this diversity an embarrassing richness, especially for prokaryotes. Not only are there far more and far more different kinds of microbes out there (on the basis of SSU rRNA species profiles) than we would have ever guessed, there is much more genomic diversity hidden within the genomes of what, by all accounts, should be members of the same species than we can yet possibly explain. Few bacterial species (as traditionally circumscribed and named) comprise a single, homogenous population. Most appear to be assemblages of hundreds of strains, differing among themselves by as much as 30% in gene content—more variation in hereditary information than might be found in all the vertebrates. Many of these closely related strains may, and probably do, have different ecological niches, thus comprising different “ecotypes.” Each strain of a species will have, in addition to a “core” of genes shared with all other strains of that species, auxiliary genes present only in some (or no) others. This core, plus all the auxiliary genes found in all strains collectively, constitute a virtual “pangenome,” many times larger than any real genome (Fraser-Liggett, 2005).

The commendable efforts of the Gordon and Betty Moore Foundation in genomics have largely focused on phylogenetic breadth rather than within-species or within-genus level diversity. But, there are now some dozen or more sequenced genomes for representatives of the ocean’s most abundant phytoplankton, cyanobacteria of the genera Prochlorococcus and Synechococcus. These genome sequences give us confidence that gene exchange and within-species gene content variability will be key features in the evolution and ecology of the sea, as they are already known to be for the better-studied, disease-causing microbes (Figure 5). Among Prochlorococcus strains that might be
considered a single species (> 97% SSU rRNA sequence identity), there are many ecotypes, differing in abundances along gradients of light, temperature, and nutrients, and accordingly in geographic distribution (Coleman et al., 2006; Johnson et al., 2006). Genome comparisons confirm that such strains also differ very substantially in gene content and in physiologically relevant encoded traits, such as pigmentation, and nitrogen and phosphorus utilization. And indeed, at least one physiological attribute, the optimum temperature for growth determined in the laboratory, correlates with distributions of ecotypes in nature (Johnson et al., 2006).

Strain-specific, environmentally relevant genes are often found clustered together in laterally transferable “genomic islands” (Coleman et al., 2006).

Figure 5. Bacterial “species” and gene exchange. Maynard Smith et al. (2000) describe the bacterial genus Neisseria (which includes the causative agent of gonorrhea) as a commonwealth, and we indeed envision the relationships between bacterial assemblages that might or might not be called “species” as commonwealth-like. In this figure, similarly colored circles represent bacterial genomes that are sufficiently similar in DNA sequence that recombination (exchange of genes or gene segments) can readily occur between them (indicated by arrows). Circles with multiple colors represent mosaic genomes, different parts of which can exchange with similarly colored regions of other genomes. The enclosed regions A–F are populations, consisting of individuals that interact with each other most frequently, ecologically and genetically. The blue and black boxes represent genes laterally transferred from more remote genomes (outside the “commonwealth”). Such genes may often convey abilities, such as growth on a novel substrate or resistance to antibiotics, that define a population’s ecological niche. Because D and F have the same laterally transferred genes, they might exhibit overlapping niches, and yet be unable to exchange information by recombination, while E and F, though recombining, occupy different niches. In general, within-population gene exchange is more frequent than between-population exchange, but there is no reason not to expect that all possible combinations and extents of within- and between-population exchange and degrees of ecological separation will be observed among the ocean’s microbes. The quest for some uniform species concept can only confuse our understanding of such situations.
do was identify what species were found when we thought that all we needed to challenging enterprise than it looked to be when we thought that all we needed to do was identify what species were found where and rationalize this in terms of the information in the sequenced genome of the species “type strain.” Single markers such as SSU rRNA tell us only a fraction of what we need to know, and new surveys, such as Craig Venter’s monumental Global Ocean Survey (recently reported by Rusch et al., 2007) show that we have consistently underestimated diversity, however this might be defined or measured.

Excitingly, we are starting to have a good idea about how at least some of the apparently rampant oceanic gene swapping occurs: via viruses (Millard et al., 2004; Sullivan et al., 2006). Phages (bacterial viruses), by carrying genes back and forth between alternate hosts, link the evolution of otherwise quite separate lineages. Just how many genes are carried by phages and over what phylogenetic distances is unclear, but there are stunning examples of long phylogenetic-distance gene transfer in the ocean. Rhodopsin genes have, for instance, been transferred on several occasions back and forth between halophilic archaea and bacteria, and among different phyla of the latter, in aid of light-driven proton or chloride pumping and phototaxis (Sharma et al., 2006).

The more we learn about genetic processes operating among microbes in the ocean, the more confused we get about biological patterns. Extreme within-species gene content variation (some of which clearly is not neutral) uncouples phylogeny (as defined by SSU rRNA) and genetic similarity (as defined by sequence identity of shared genes) from phenotype. Isolates that are very similar genetically and close relatives phylogenetically can play very different ecological roles. The lack of clear-cut barriers between “species” for information exchange by “lateral” gene transfer or genetic recombination, and the complex interactions between these genetic processes and ecological forces, renders any hunt for a uniform and universally applicable “species definition”—underwritten by any simple or widely relevant “species concept”—quixotic (Doolittle and Papke, 2006) (Figure 5). Thus, there can be no sensible answers to questions, such as how many species are there? How big are their populations? How are they distributed around the globe? We can still study diversity, adaptation, population processes, and microbial biogeography—over a broad range of scales (e.g., Figures 3 and 4)—because the underlying genetic, ecological, and physical dispersal forces are all, in principle, comprehensible and in part comprehended. But we need new concepts about units of biological organization or, better, the courage to develop theory that does not depend on such concepts. Likely, the conceptual focus will be both lower (genes) and higher (communities, consortia, size classes, functional groups) than species. Fortuitously, it is this new and dual focus that will be forced upon us (in a good way) by the new science of metagenomics. We will have huge databases linking gene sequences, abundances, and expression levels to oceanic depths, geography, and associated physical, chemical, and biological metadata. We will also have increasingly sophisticated computer models that seek to interpret such data in terms of networks of chemical interactions within and between microbial communities. What we won’t have are “organisms”
SIMULATING MICROBIAL COMMUNITY DYNAMICS WITH NUMERICAL MODELS

The revolution in marine microbial genomics and rapid advances in ocean-observation technology will lead to big changes in predictive models of ocean ecosystems (Doney et al., 2004). Already, much progress is being made, but it is not simply a matter of putting more and more information into computer-based simulations of the ocean. Modelers constantly struggle to balance the benefits and drawbacks of complexity versus simplicity in their numerical simulations of marine ecosystems and biogeochemical cycles (Denman, 2003; Hood et al., 2006; Rothstein et al., 2006). Complicated models have many adjustable elements to describe interactions that we know to exist, but predictions are difficult to test because only a few of the model components can be constrained with available observations. Also, computational demands are too high for use in global simulations. Simple models are more manageable and testable, but they cannot effectively address ecological interactions that are not included in their formulations, either explicitly or implicitly. The amazing complexity in marine microbial communities, increasingly revealed by molecular and genomic techniques, thus presents modelers with a formidable challenge (Doney et al., 2004).

A commonly employed strategy, essentially a compromise between complexity and simplicity, is to model the dynamics of marine organisms as functional groups—groups of organisms or species chosen to reflect size-dependent relationships, biogeochemical functions, and stoichiometric constraints that underlie the patterns observed in nature (Hood et al., 2006; Rothstein et al., 2006). Typically, functional groups distinguish different types of phytoplankton (e.g., very small cyanobacteria, silica-requiring diatoms, carbonate-precipitating coccolithophores, and N₂-fixers) and large versus small zooplankton. Microbes other than phytoplankton are generally treated as anonymous decomposers of detritus or dissolved organic material, regenerating nutrients but having no population dynamics of their own. Warranted or not, this simplification is understandable; until recently, marine microbiologists have not been able to assign an ecologically or biogeochemically useful identity to the vast majority of cells (bacteria and archaea) because they could not be isolated and grown in culture. In addition, the biodiversity of nonphotosynthetic marine microbes could not be measured effectively, so their biogeo graphic patterns could not be described, and the significance of microbial diversity was largely unexplained.

Through the application of new analytical techniques, observations will soon be available to describe the distributions of a broad range of microbes (or at least their genes) whose activities extend well beyond oxygen-producing photosynthesis and aerobic decomposition of organic matter (DeLong and Karl, 2005). If, and only if, the observations are made with corresponding oceanographic observations and analysis (Bouman et al., 2006; DeLong et al., 2006; Johnson et al., 2006), the stage will be set to describe the interactions of these organisms with each other and with the physical and chemical environment. But the descriptions will be necessarily complex, and it will be difficult to determine, a priori, how much complexity is needed to describe key drivers of the structure and functioning of ecosystems for the scales being studied and the questions being asked.

Recently, Follows et al. (2007) described a new approach that allows the model itself to determine the degree of complexity needed to describe ecological and biogeochemical interactions in the sea. They employ the equivalent of natural selection “in silico” (by computer simulation) to generate self-organizing, sustainable ecosystems in which the community structure of phytoplankton and the distributions of nutrients and light in the global ocean are determined by the outcome of competition among model organisms randomly chosen from a broad range of physiological types. In their initial study, Follows et al. (2007) simulated phytoplankton by selecting from a palette of capabilities encompassing commonly modeled functional groups and physiologically distinct ecotypes of the numerically dominant marine cyanobacterium Prochlorococcus. The results compare well with global patterns of nutrients, estimated primary productivity, and measured distributions of Prochlorococcus ecotypes (compare with Johnson et al., 2006); biogeographical distributions can be described with reference to a relatively small number of physiologically similar groups. The
number of groups and their corresponding ecological niches are strongly influenced by the number of environmental variables included in the model, but appropriate complexity in the biota is not imposed, it emerges. This new modeling approach allows us to examine how much detail we must include to address a broad range of questions in marine microbial ecology and biogeochemistry.

In turn, the modeling framework of Follows and colleagues should be useful for assessing the possible ecological roles of uncultured microbes inferred from genomic surveys. The approach would be to assemble model microbes expressing genes detected in nature, allow them to interact in the physical and chemical environment of the virtual ocean, and observe what kind of an ecosystem emerges. Successful simulation of nature—both the survival of microbial types and the evolution of the chemical environment—would depend on many factors, including the development of appropriate rules for constraining the combinations of genetically determined capabilities that could exist in any one microbe. These rules should reflect the stoichiometric requirements, assumed ecological tradeoffs, and constraints on gene transfer that structure microbial communities on the microscopic level and form the basis for the patterns of chemical composition, size structure, and genetic diversity that we observe on larger scales.

CONCLUDING REMARKS

The intimate relationship between the elemental composition of marine microbes and the chemistry of the ocean, and robust consistency in the size structure of marine organisms from microbes to whales, illustrate that fundamental patterns in ocean ecology and chemistry are largely emergent from processes operating at lower levels of organization. But until recently, there was no basis for describing in a mechanistic way the ecological and biogeochemical links between processes on the molecular scale all the way to global change. New revelations about microbes in the ocean, particularly descriptions of their incredible genetic diversity, are eliminating the barriers to a comprehensive approach to microbial oceanography. But the revolution has only begun. Soon, physical, chemical, biological, and genomic variability will be observable simultaneously on oceanographic scales that matter. Through interactions across disciplines, observed patterns can be scaled up through statistical analysis and modeling to describe the structure and functioning of marine ecosystems. Interdisciplinary efforts to understand the “Sea of Microbes” will lead to vastly improved predictions of the ocean’s role in a changing world.
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